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Abstract. Digital cryptography relies greatly on randomness in providing the security requirements imposed by various information systems. Just as different requirements call for specific cryptographic techniques, randomness takes upon a variety of roles in order to ensure the proper strength of these cryptographic primitives. The purpose of the survey is to emphasize the importance of randomness in digital cryptography by identifying and highlighting the many roles random number sequences play and to carry forth the significance of choosing and integrating suitable random number generators as security flaws in the generator can easily compromise the security of the whole system.

1. Introduction

The security of cryptographic systems is strongly related to randomness, as the output of these systems must be seen by any adversary as a sequence of random values carrying the secret but revealing absolutely no clues about the precious information. Hence randomness makes it possible for cryptographic systems to verify Kerckhoffs’ principle [53] which affirms that the security of cryptographic techniques must rely solely on the knowledge of the key – in an environment where all the complexity introduced by deterministic confusion and diffusion methods becomes easily solvable as soon as the algorithm becomes public.

But what are the properties that make random sequences indispensable in cryptography? Although a standard formal definition is missing, randomness refers to the outcome of a probabilistic process that produces independent, uniformly distributed and unpredictable values that can not be reliably reproduced [79]. Such
a process called “randomness generator” satisfies the above properties to a certain extent, thereby the quality of the sequences produced by various generators are different. Hence, if randomness had offered the key to many problems of cryptography, it certainly provides a series of difficult questions that need to be addressed, like what kind of generator should be used for a specific task, how can randomness be measured and compared and what are the risks of using weak randomness sources.

Cryptography comes with a wide range of techniques in order to provide solutions for different security requirements – and these techniques require random sequences for many different purposes, therefore randomness takes upon a variety of roles that our survey tries to identify and highlight. However, before presenting these many faces of randomness lets focus a bit more on what randomness is.

The major ingredients for randomness are **unpredictability** – or lack of predictability, **independency of values** – or lack of correlation, and **uniform distribution** – or lack of bias. Some of the properties of a random sequence are statistical and hence can be measured by using various statistical randomness tests. However, the most important problem in connection with randomness is the lack of certainty. By extensive analysis and thorough testing one can get a high confidence in the generator but cannot be absolutely sure. This is why there is a wide range of statistical test suites (NIST [66], Test01 [59], Diehard [61], ENT [94], etc.) that try to rule out sequences which do not verify certain statistical properties, yet can never guarantee perfect randomness.

The statistical analysis of the random sequences is very important but alongside the application of statistical tests that assess the outcome of a randomness generator, there must be a serious analysis of the source the generator extracts randomness from. Consider the result of a statistical test suite that would indicate good random properties of a sequence but then it is pointed out that the sequence was in fact built from Pi’s digits - no unpredictability there. Though applicable in various situations where security is not an issue, random sequences used in cryptography must be unpredictable, irreproducible and should not allow the adversary to learn or predict former or subsequent values.

Depending on the nature of the randomness source, generators are classified in three categories presented briefly in the following.

A. **True random number generators (TRNG)**, where the source is a natural physical phenomenon and the properties of independence and unpredictability of the generated values are guaranteed by physical laws. While TRNGs offer the highest level of entropy [84, 52] (meaning measure of uncertainty: number of symbols that have to be known in order to remove uncertainty associated with a random variable, and also information content: number of symbols necessary to encode all possible values of a variable) they do not necessarily present uniform distribution and most of them need to be filtered (post processed) [64, 10, 29] in order to reduce possible bias - tendency towards a particular value, and correlation, and make the output more similar to perfectly random sequence. Nonetheless true random sources need specialized hardware and many are slow and tend to become impractical. Examples of TRNGs are generators based on radioactive decay [93], thermal noise [19], quantum mechanics [75, 90], lava lamp images
B. **Unpredictable random number generators (URNG):** are based on the unpredictability inherent to human computer interaction and on the undeterminism introduced by the complexity of the underlying phenomenon (e.g. Linux /dev/random [44], HAVEGE [82], Data flow entropy collector [91], etc.). URNGs use easily available devices, like computer components, as entropy sources and provide a high level of randomness, but special attention must be given to the way components built for being deterministic can be used for generating randomness.

C. **Pseudorandom number generators (PRNG),** where the source of randomness is a random initial value, called *seed*, which is expanded by means of a deterministic recursive formula, providing a modality for generating random sequences using only software methods. As a result the unpredictability level resumes to the unpredictability of the seed value and the output is completely determined by the starting state of the generator and therefore by the seed. Still, the practical features of PRNGs such as high generation speed, good statistical results and no need for additional hardware devices, made these generators very attractive and are the most widely used random number generators in cryptographic systems. However, the reduced level of unpredictability that the majority of PRNGs show is not sufficient for security applications because these can be easily compromised by using a low quality randomness source, as many successful attacks have demonstrated. Thus there are ongoing research efforts that aim to reveal secure ways of using PRNGs in cryptography and this search has brought about several PRNG designs that are considered cryptographically secure (CSPRNG) like PRNGs built on cryptographic primitives such as hash functions [69] or block ciphers [73, 6], mathematical problems considered to be extremely difficult such as Elliptic curve generators [70], or integer factorization such as the Blum-Blum-Shub generator [11].

A more detailed introduction to what randomness means and what the advantages and disadvantages of various PRNGs are, is offered in [55]. Discussion on different types of randomness sources can be found in [30], and in [27] the authors give recommendations for choosing suitable generators for security applications and describe several attacks on PRNGs emphasizing the benefits of hardware sources of true random numbers. If hardware sources are not available, software techniques have to be applied and Gutman in [42] alongside with presenting problems in current PRNG designs, provides specific details and guidelines on the generation of practically strong randomness using PRNGs pointing out the importance of preprocessing the input and postprocessing the output of PRNGs. In [51] the authors present the major vulnerabilities, enumerate several attacks on PRNGs and propose a model for building secure PRNGs highlighting the essential ingredients such as a constant reseeding process with highly unpredictable input and frequently changing internal state to avoid compromises, and draw the conclusion that some random number generator designs may be secure for a specific purpose but insecure for another, hence security analysis
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has to be made for each situation the generator is applied in. A brief introduction to
the importance of random numbers in data security systems is provided in [26] focusing
mainly on the need of using hardware random number generators. Gennaro offers
a very meaningful glance on the practical uses of randomness in cryptography [39].

2. Cryptographic Keys

One of the most important roles randomness plays in cryptography is represented
by cryptographic keys which determine the transformation of the plaintext into ci-
phertext and vice versa.

Considering that both the encryption and the decryption algorithms are publicly
known together with all the ciphertexts transmitted between the sender and receiver,
the security of the whole cryptosystem is dependant on how the key information is
managed: generated, agreed on, applied, stored and destroyed. The knowledge of the
key entails the access to the secret message, thus the choice of the key space and the
key derivation method is critical.

Cryptographic keys must be unpredictable for the adversary meaning a high in-
formation content and high uncertainty, and as we saw in the previous section the
measure of these properties is \textit{entropy}. Yet high entropy is not enough, and a very
good example in this direction is a compressed file which besides its high entropy value
has a highly structured content. Thus sequences chosen for cryptographic keys must
also exhibit independency of values, uniform distribution and irreproducibility. As a
result what cryptography needs for its keys is randomness. But randomness comes in
many flavors and deciding on a certain source of randomness for a given application
is a difficult task, considering the quality and quantity of randomness necessary for
a key to withstand possible attacks. Furthermore, aspects such as the performance
implications of working with a long key sequence and the effort of managing such a
key also have to be taken into account.

Properties that a key sequence can provide, classify the cipher using these keys in
different security categories. The most demanding requirements on the quality of the
key sequence is stated by unconditional security. The most notable work in this area
is Shannons demonstration [84] that a Vernam cipher which uses a perfectly random
key and applies it only once, known as one time pad (OTP), is unbreakable.

In situations where the conditions of perfect security can not be met or dealt with,
mainly because the management of a large random key is impractical, other proba-
bilistic algorithms that need shorter keys have to be used instead. In the following
we point out the way random keys are applied in several cryptographic techniques.

2.1. Keys in Symmetric Cryptography

In symmetric cryptosystems both encryption and decryption are performed using
the same secret key shared by the communicating parties. Block ciphers break up the
plaintext ($M$) in fixed size blocks ($b_i$) and encrypt one block at a time using complex
encryption (and decryption) functions parameterized on a fixed size key ($K$). Stream
ciphers combine each symbol of the key \((K_i)\) with a different symbol \((d_i)\) of the plaintext \((M)\) at a time using very simple encryption (and decryption) functions and therefore the security rests on the generated keystream.

<table>
<thead>
<tr>
<th>Block ciphers</th>
<th>Stream ciphers</th>
</tr>
</thead>
</table>
| \(E_K(M) = E_K(b_1)E_K(b_2)\...) | \(E_K(M) = E_{K_1}(d_1)E_{K_2}(d_2)\)...

The initial random secret key, \(K\), of the stream and block ciphers is usually expanded through the stream ciphers’ *key scheduler* or the block ciphers’ *key expansion algorithm* in order to facilitate the encryption of every symbol or block of the plaintext under different subkeys, a necessary aspect considering that the length of the initial key is usually much smaller that the length of the message to be encrypted. Consequently, these expansion algorithms are in essence pseudorandom number generators — PRNGs.

*Stream ciphers* do not enjoy a well established standard like block ciphers do (AES), and with the intention to identify new stream ciphers that would be suitable for adoption as a standard, the ECRYPT Stream Cipher Project – eSTREAM [31] has started a competition in 2004. After rigorously analyzing the submitted stream ciphers, a portfolio of the most promising ciphers was published. The submitted ciphers also emphasize the fact that *synchronous* stream ciphers have the main focus from researchers in detriment of *selfsynchronous* stream ciphers.

The keystream of the synchronous stream ciphers is generated independently from the plaintext stream, as a result the ciphers’ inner state can not be influenced by an attacker and are the most widely used category of stream ciphers, but require additional mechanisms for synchronization and error correction. Some modern designs may rely on computer networks which provide these properties (like Phelix [31]) and can significantly reduce synchronization problems. Figure 1 depicts the general structure of a synchronous stream cipher where the keystream generator is in fact a PRNG – usually a pseudorandom bit generator (PRBG) and the key is the seed of the PRBG.

![Fig. 1. General structure of a synchronous stream cipher (encryption and decryption).](image)

Self-synchronous stream ciphers on the other hand, generate the keystream from the current key and a fixed number of symbols of the ciphertext (see Fig. 2), and as a result each symbol of the message affects every subsequent symbol of the ciphertext. Consequently resynchronization is performed automatically.
Fig. 2. General structure of a selfsynchronous stream cipher (encryption and decryption).

The block structure of a keystream generator is presented in Fig. 3, where the main components are the input consisting of the secret key and possibly an initialization vector (IV) (see Section 3), the internal state, the function that updates the internal state at each step and the filtering function that processes the internal state in order to output the keystream.

Linear Feedback Shift Registers (LFSRs) are the most widely used building blocks for keystream generation in stream ciphers because of their very efficient hardware implementation, good statistical properties, large period, large linear complexity and ease of analysis using algebraic techniques. The secret key in these ciphers is the LFSRs initial state. Figure 4 depicts the general structure of an LFSR.

Though LFSRs can guarantee a large period ($2^L - 1$ for an $L$ stage FSR) the high linearity makes the output sequence of an $L$-stage LFSR easily predictable using the Berlekamp Massey algorithm [8] if there are more than $2L$ output bits available, and thus LFSRs should never be used for keystream generation in their original form. But the significant benefits of cost-effectiveness have led to the design of various methods
for achieving a large period, low correlation with the input bits and for destroying the linear properties. These designs use one or more of the following methods:

- **combining methods**: combines the output of several LFSRs in parallel using a nonlinear combining function (e.g., Geffe generator). The output of LFSRs can be input to an adder with carry adding a nonlinear memory (e.g., summation generator – see Fig. 5, SNOW, E0 in Bluetooth);

![Fig. 5. The summation generator.](image1)

- **filtering methods**: use one single LFSR and compute the keystream by filtering the bits at several positions of the LFSR using a boolean function (e.g., SFINKS [31], Sober – see Fig. 6);

![Fig. 6. General structure of a Sober cipher keystream generator.](image2)

- **irregular clocking methods** (stop and go control): clocking is performed an unpredictable number of times depending on an internal state (i.e., alternating step generator – depicted in Fig. 7, A5 in GSM, Shrinking and self-shrinking generators, and the ciphers Pomaranch, DECIM, Mickey-128 [31]).

![Fig. 7. General structure of an alternating step generator.](image3)
LFSRs are not suitable for software implementation due to their slowness, namely each iteration of the update function produces only one bit of keystream, therefore alternative designs have to be used that are not based on LFSRs, such as NLFSRs (NonLinear Feedback Shift Registers). NLFSRs are the building blocks of stream ciphers like Dragon, which uses a word based NLFSR in addition to a nonlinear filtering function and memory, Trivium, Achterbachn and Grain, and furthermore, of the well known stream ciphers RC4 – see Fig. 8 and SEAL).

![Fig. 8. Structure of RC4 key scheduling process.](image)

**Block ciphers** are the most popular cryptographic primitives, thanks to the standardization of DES followed by AES, but also due to the fact that block ciphers constitute some of the fundamental building blocks for pseudorandom number generators, stream ciphers, hash functions and message authentication codes.

Most block ciphers apply a simple encryption function, round function, iteratively a certain number of times - called rounds, using round keys derived from the initial secret key using a key expansion algorithm. There are two main types of iterated ciphers: Feistel ciphers (e.g. DES, Blowfish, CAST-128) and Substitution-Permutation network ciphers (e.g. AES, Serpent).

The key expansion algorithm computes the round keys from the initial random secret key \( K \), and can be a very simple function like splitting the initial key into a number of pieces according to the number of rounds (e.g. TEA) or more elaborate like in DES, where the initial key is divided into two halves which are rotated left with one or two bits and in each round 24 bits are extracted from each half creating a 48 bit round key; even more complex key schedulers are applied in modern designs such as in AES. Figure 9 presents the way key expansion functions are integrated in the encryption process of one plaintext block using the AES cipher.

As a result, besides the highly random key sequence, special attention must be given to the round key derivation method because a weak key expansion algorithm can lead to the compromise of an otherwise secure cipher. This is the reason why strong key schedulers are needed to generate subkeys such that relations between the subkeys of the same round and of any rounds is infeasible to predict.

In order to evaluate the randomness characteristics of AES candidate algorithms, NIST conducted an analysis on the suitability of candidate algorithms as random number generators [87, 88] applying several statistical tests on the output (ciphertext) produced by the ciphers with the goal of identifying whether the ciphertext could be computationally distinguished from the output of a truly random source. The results indicate that the five finalist algorithms (Mars, RC6, Rijndael, Serpent, Twofish) show no deviation from randomness. At the same time the importance of using several
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rounds is highlighted based on the fact that partial round testing on the output of each round of the tested algorithms show that random output is achieved only after the first few rounds (Mars at round 6, RC6 at round 4, Rijndael at round 3, Serpent at round 4, Twofish at round 2) when using 128 bit random keys generated by a cryptographically secure pseudorandom number generator Blum Blum Shub (BBS) and low density plaintext blocks.

Another class of symmetric algorithms where cryptographic keys are used is given by Message Authentication Codes (MACs) which provide data integrity and authenticity of the message they accompany. MACs receive as input the arbitrary length message and a secret key and compute the fixed length MAC value, or checksum, of the message that is dependent on every bit of the message and the key. Being generated and verified using the same secret key, MACs can be used only in symmetric systems where parties trust each other, and thus they are different from digital signatures and can not provide non-repudiation. Though MACs provide weaker guarantees than digital signatures, they are widely used in many banking applications, internet security etc. because they are significantly faster and require fewer resources than digital signatures.

As in the case of encryption, unconditional security can be achieved with MACs using one time truly random secret keys [89] resulting in One time MACs (OTM) which can guarantee that for each (MAC, message) pair each value is equally likely to be the MAC value of the message. Similar to OTP ciphers, the one time key and the MAC value have to be the same size as the message, which in case of long messages is impractical. This leads users towards computationally secure MACs which are usually constructed from other symmetric cryptographic primitives like cryptographic hash
functions, block ciphers, stream ciphers or universal hashing and extract their security level from the security of the underlying primitives.

Hash based MACs called HMACs [4, 5] rely on unkeyed hash functions like MD5 or the SHA family of hash functions. The importance of the random key is evident considering that general hash functions do not require a random input, consequently anyone could generate a suitable checksum for the message as the hash function is public. The secret random key offers the possibility of using cryptographic hash functions for authentication on insecure channels. Computing the message authentication code of a plaintext \( M \) using HMAC implies the use of a hash function \( H \), the random key \( K \) brought to the same size as the block length of the input of the hash function. The mathematical formula of the performed operation (where \(||\) stands for the append operation) is presented in [33]:

\[
HMAC_K = H((K \oplus opad)||H((K \oplus ipad)||M)).
\]  

(1)

The security of HMAC functions is dependent on the length and quality of the random cryptographic key that is generally considered to be in the domain of \([L/2, L]\) where \( L \) is the length of the output block produced by the hash function. The security of hash functions is dramatically affected by collisions, yet HMACs are less exposed to these types of attacks on the underlying hash functions as presented in [56].

Block cipher based MACs can be more suitable for information systems where block ciphers are used in other purposes as well as for authentication (like encryption) [68] and these MACs compute the checksum from the ciphertext produced by the last block of the cipher. The most popular block cipher based MACs are the OMAC1 included in NIST specification as CMAC that is an improved version of CBC-MAC (also called XCBC) [40].

Another very important issue regarding the use of cryptographic keys in providing authentication as well as confidentiality using symmetric primitives is the message span of the key [68]. It is not sufficient to choose a high quality random key but it is also very important to limit the message span of a single key in order to reduce the possibility of an adversary to find several messages encrypted with the same key or in case of MACs, having the same checksum.

Furthermore, there are several studies on whether imperfect randomness might provide perfect security. The work of McInnes and Pinkas [60] concludes that private key cryptosystems in which parties do not have access to perfect randomness are not secure but combining a public source of perfect randomness with the slightly random key can provide perfect security. The ongoing research of Dodis et al. [24, 22] relates to the extent to which the security of cryptographic primitives can rely on imperfect sources of randomness. They focus mainly on the randomness requirements for secret key encryption and authentication and conclude that suitable sources are in between the domain of extractable sources – nearly perfect randomness, such as true random sources that generate highly independent output and are processed with bias removing
methods like the ones described in [64, 10, 29] – and simulatable sources - week random sources, which can provide slightly random bits only applying certain relaxations.

2.2. Keys in asymmetric cryptography

Random keys take a different form in asymmetric cryptography, where instead of using the same shared secret key in both encryption and decryption (as symmetric algorithms do), the communicating parties each have a mathematically related private - public key pair, one used for encryption and the other one for decryption, with the condition that it is computationally infeasible to determine the private key knowing the related public key.

The security of public key cryptography relies on computationally difficult problems [62] like integer factorization (e.g. RSA, Rabin), discrete logarithm problem (e.g. ElGamal) or quadratic residues problem (e.g. Goldwasser-Micali) – problems that are parameterized by random values.

Considering the RSA key generation algorithm random numbers play a very important role in selecting the two prime numbers p and q in such a way that factoring $n = pq$ is computationally infeasible. Thereby the primes have to be approximately the same length so that elliptic curve factoring can be avoided, but values should not be too close, as this would make the factoring operation efficient. Randomly generated primes can provide the unpredictability, similar length and suitable difference for this algorithm. Furthermore it has been shown that random primes offer approximately the same level of security in the RSA algorithm as the recommended [77] strong primes do [62].

Unlike the deterministic encryption algorithms applied by RSA, Rabin and Knapsack, there are several public key algorithms that use randomness in the encryption phase as well as in the key generation, like ElGamal, Goldwasser-Micali or McEliece, in order to overcome the limitation of producing the same ciphertext every time the same plaintext is encrypted under a fixed public key. Therefore the latter are called probabilistic encryption algorithms, while the former, the deterministic algorithms, can be transformed into randomized encryption algorithms (see section ??) increasing the cryptographic security, but generally these schemes are not provably secure.

Asymmetric algorithms provide authentication and non-repudiation by using digital signatures where random sequences are used in a similar manner to public key encryption algorithms with the observation that private keys are used for signing and public keys for verifying the signature. These techniques rely on public key algorithms and consequently can be classified in deterministic signature schemes (i.e. RSA, Rabin) and randomized signature schemes (DSA, ElGamal, Feige-Fiat-Shamir).

3. Initialization Vectors

Initialization vectors (IVs) are used in both stream ciphers and block ciphers, and though the implementation differs, the goal of applying IVs is the same, namely to ensure that the ciphers produce a unique output even under the same encryption key,
in order to avoid the laborious work of rekeying.

When using synchronous stream ciphers, the sender and receiver need to be synchronized in order to decrypt the ciphertext, but any symbol deletion or insertion (results of an attack or a transmission error) in the ciphertext leads to desynchronization of the communication. For the purpose of resynchronization ciphers are frequently reset to a value known to both parties but if the ciphers inner state is reset to the same secret key, the security of the cipher can be highly compromised [96], therefore users must use a new secret key, which is a costly operation, or run the initialization step with a new IV [57], a random value that combined with the secret key should yield the new secret internal state of the cipher.

In self synchronous stream ciphers the keystream depends on the current key and a number of symbols from the ciphertext, but at the moment of initialization no digits of ciphertext are available and therefore this role is played by the initialization vector.

In symmetric key block ciphers, where each block of plaintext is encrypted using the same secret key, initialization vectors play a very important role within confidentiality modes of operation [67] in overcoming the limitations of the Electronic Code Book (ECB) mode which transposes the input plaintext block pattern into the output ciphertext block pattern, making the confidentiality easily compromisable (see Fig. 10).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig10.png}
\caption{Initialization vectors in block ciphers.}
\end{figure}

In Cipher-block chaining (CBC) and Cipher feedback (CFB) modes unpredictable IVs are needed while in Output feedback (OFB) mode IVs have to be unique (e.g. counter or message number) for each execution. IVs are generally the same size as the block length but not necessarily secret and may be sent to the communication party together with the ciphertext in plaintext or encrypted with the secret key. There are two recommended methods for generating unpredictable IVs: using a random number generator or encrypting a unique nonce (see section ??) with the secret key used by the cipher.

In Counter (CTR) mode each plaintext block is encrypted (decrypted) independently, similar to ECB mode, but at each block IVs are applied in form of successive values of a counter. The counter must be unique, like the IVs in OFB mode or otherwise plaintext blocks can be easily revealed. In order to reduce the possibility of reusing a value it is recommended to produce unique IVs by adding the counter value to a random nonce.

4. Cryptographic Salt

A cryptographic salt is a random sequence related to the concept of nonce (see Section 6) and used generally as one of the input values for key derivation functions
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(KDF) [71], which generate additional cryptographic keys based on an initial keying material such as a single master key (like in Transport Layer Security (TLS)), a password or a passphrase [92, 76], nonces exchanged in a key agreement protocol [49, 50], etc. The most popular KDFs use hashes or block ciphers [71] as derivation functions and can operate without a salt value, but using cryptographic salt adds significantly to the security of the output key as shown in [92] and are of special focus when the keying material is a password or a passphrase which otherwise would be exposed to easily performable dictionary attacks [76]. The general formula used for designing password based KDFs [92] is:

\[ key = H^{(\text{count})}(\text{pass}||\text{salt}) \quad \text{(2)} \]

where \(||\) is the concatenation operator and the key is derived from the password pass and the known random value salt applying a derivation function \(H\), such as a hash function or a block cipher, for a number of count iteration.

Salts are usually nonsecret, can be applied with several initial keying materials instead of using it just once, and the randomness quality may vary, still it is important to note that even with short, weak and publicly known salt values the security of KDF can be much improved, and the strength of the salt increases with the quality of randomness, the length and the secrecy of the value [50]. Cryptographic salt values must be independent from the keying material used to derive the output and ensured that is not manipulated by the attacker.

5. Padding

Symmetric key block ciphers (in ECB and CBC modes of operation) require complete plaintext blocks in order to perform encryption and consequently, in cases when the size of the plaintext is not a multiple of the block size, the last message block has to be filled with additional data, called padding string, and the receiver of the ciphertext must know the proper method of removing the padding (see Fig. 11). The padding strings can be composed of fixed values (e.g. 0x00 (zero padding), 0x80 followed by 0x00s [67] or the number or bytes required to fill the block [46]). However, when applied to fixed size messages the ciphertext will leak information about the message, hence in order to disguise the size of the message the padding of the last plaintext block can be done using a random sequence, in which case the number of padding bytes must be communicated to the receiver.

![Fig. 11. Padding stream attached to the message before encryption.](attachment:image)

Deterministic public encryption schemes can be turned into randomized algorithms by appending an independently generated random padding value to the plaintext.
before encryption (sometimes called salting the message) in order to ensure that the same plaintext will not result each time in the same ciphertext under a fixed public key (see subsection 2.2) and that short messages will not be compromised by an adversary trying all the possible alternatives of the small message space. Furthermore, padding schemes associated with asymmetric encryption algorithms, like Optimal Asymmetric Encryption Padding (OAEP) [83] or Probabilistic Signature-Encryption Padding (PSEP) [23] also use random sequences and one of the major goals is to ensure that an attacker manipulating the plaintext cannot exploit the mathematical structure of the used asymmetric cipher, such as the well known property of RSA: 
\[ E(M_1 \times M_2) = E(M_1) \times E(M_2) \]. There are other attacks as well that can be defeated using random padding algorithms as described in [13].

6. Nonces and Challenges

Random nonce values (derived from number used once) are generally used in data-origin or entity authentication (Kerberos, challenge handshake authentication protocols) and authenticated key establishment protocols as challenges and have the goal of ensuring that a certain cryptographic operation is performed after the challenge was received so that the answer is not a replay and can check the freshness of the message (a session key) if the authentication mechanism also contains a proper message integrity scheme. A random nonce links two subsequent messages as the following example shows: one entity sends a message which includes a random nonce and the receiver will respond with a message constructed using the nonce received and thus demonstrating the freshness of the message.

Whether used to ensure message freshness and principal liveness, mutual or unilateral authentication with/without the help of a trusted third party, random nonces play a very important role alongside with cryptographic keys shared secret keys (such as in Needham Schroeder symmetric key protocol and Kerberos) or public-private key pairs, providing uniqueness and timeliness assurance. Cryptographically secure random generators have to be selected for producing nonces (or challenges) so that values are not reused and are unpredictable to attackers. Usually block cipher based pseudorandom generators are applied in OFB or counter modes [62].

Random nonce values are very important in another type of cryptographic protocols, named zero knowledge proof protocols that make possible the demonstrations of knowledge of a secret while revealing no information about the secret (other than what the verifier can deduce without the help of the prover). In satisfying this goal, zero knowledge protocols use randomness with two different purposes, firstly as challenges similar to a certain extent to asymmetric challenge-response authentication protocols, and secondly as commitments in order to prevent cheating [62, 79].

7. Blinding Values

Special classes of digital signature algorithms, called blind signature schemes (BSS), can provide additional features to authentication and nonrepudiation, like
blindness – the property of signing a message without exposing the message content to the signer, and untraceability — the property which ensures that the signer of the message is unable to associate signatures to messages even when signatures are revealed to the public. BSS is of great importance in many security sensitive applications especially in those focusing on the privacy of the user, like electronic voting (e-voting) or digital cash (e-cash) protocols [17, 36]. This technique was first introduced by Chaum in 1982 [16] and has known many variations [48] since then like RSA based blind signatures, Elliptic Curve based blind signature, ElGamal based blind signature, etc.

The basic idea in all these variations is that the message is blinded (blinding phase) a priori to signing using a blinding value (or blinding factor), a random sequence that renders the message unintelligible and is known only to the owner of the message. The signing phase is similar to the common digital signing schemes where a third party is requested to sign a message using his private key and anyone can verify the signature using the signers public key, the difference is that the received message is blinded so that the signer does not know what is the content of the message.

![RSA blind signature scheme](image)

In case of an RSA blind signature scheme [48] between Alice and a Bank having \((n; e)\) as public key and the \((n; d)\) pair as the private key, Alice first blinds her message \(m\) by a random blinding factor \(r\). The three stages of the RSA blind signature scheme are depicted in Fig. 12.

### 8. Random Number Generator Security Flaws in Real-Life Applications

Goldberg and Wagner presented in [41] the security flaw within Netscape’s SSL implementation caused by the weak seeding mechanism of the applied PRNG that led to the compromise of secure transactions on the Internet performed in Netscape’s Web browsers. The seed constructed from the weakly random sources such as the current process id, the parent process id and the time of the day, made the attack on revealing the SSL generated secret keys easily realizable.

The security issue of Microsoft Office 97, 2000 and 2003 Word and Excel applications was discovered by Hongjun Wu [96] and it regards the misuse of the RC4 cipher, namely the re-encryption of a modified and saved document is performed using the same initialization vector (IV) and the same secret key. As a result, the two versions of the document are encrypted with identical keystreams producing two ciphertexts which XOR-ed together leak precious information about the plaintexts.
A critical security flaw discovered in 2008 in the Debian OpenSSL random number generator [7] revealed that all key material produced by the generator in more than one and a half years was highly compromised due to a Debian specific change in the OpenSSL package that caused modification in the seeding process and reduced the random input of the seed to the current process id (max 32,768). This made the random number generator very predictable [80] determining an urgent necessity of recreating key materials like SSL keys and their SSL certificates, public key certificates and session keys used in SSL/TLS connections.

Java session IDs play a very important role in providing secure digital transactions using Java Servlets, but due to a design mistake, presented in [43], the PRNG responsible for generating session IDs presented a highly predictable behavior because of the insufficient entropy in the seed value. This weakness could be easily exploited by an adversary who subsequently could impersonate legitimate clients by deducing session ID that in many cases serve as the sole information clients are identified by.

Cryptanalysis of WRNG [25], the pseudorandom number generator (based on RC4 stream cipher and SHA1 hash function) used in Microsoft Windows 2000 operating systems, uncovered deficiencies in the design of the generator resulting in efficient forward and backward security attacks. These attacks succeeded in revealing the current internal state of the generator which determines the output of 128 KB of random values, as the internal state seldom changes and the seed contains predictable values. Therefore it became possible to predict random values generated by WRNG used by different applications for security purposes.

9. Conclusions and Future Work

Random numbers are of crucial importance in almost every aspect of modern digital cryptography, responsible of the strength of cryptographic primitives in securing precious information by rendering it unknown, unguessable, unpredictable and unrepeatable for an adversary.

Our survey highlighted the many practical applications of random numbers in cryptography, starting by a short introduction in the vast domain of randomness and types of random number generators (TRNG – true random number generators, PRNG – pseudorandom number generators and URNG – unpredictable random number generators) and turning to the presentation of the many faces of randomness in cryptography as:

- cryptographic keys which determine the transformation of plaintext into ciphertext and vice versa in both symmetric and asymmetric techniques,

- initialization vectors used in symmetric stream and block ciphers in order to ensure that the ciphers produce a unique output even under the same encryption key, thus avoiding the laborious work of rekeying,

- nonces and challenges used to ensure message freshness, principal liveness, mutual or unilateral authentication and demonstrations of knowledge of a secret while revealing no information about the secret,
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- cryptographic salt used generally as one of the inputs for the key derivation functions,
- padding strings which in symmetric block ciphers fill the last block of plaintext in order to bring the message to a length multiple of the block size and in asymmetric techniques serves to turn deterministic public encryption schemes into randomized algorithms,
- blinding factors used in blind signature schemes for ensuring that the message signing process is performed without exposing the message content to the signer.

The many roles randomness plays in cryptography and the importance of each role emphasizes the high degree to which cryptography relies on randomness in providing the security requirements it is designed to deliver.

Random number sequences come in different flavors and the quality and quantity of randomness applied has a great influence on the security properties and performance of the cryptographic techniques, hence choosing a suitable random number generator is a difficult task and, as briefly presented above, security flaws in random number generators can easily compromise the security of the whole system.

Although this survey focuses on the use of random numbers only in digital cryptography, we must mention here that randomness plays a very important role in Quantum Cryptography as well, which will be the object of a future survey.
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